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Qu’y-a-t-il à l’intérieur ?





... Et là dedans ?
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Quelle(s) source(s) pour ausculter la 
Terre?
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17 Avril 1889
Premier enregistrement d’un séisme lointain à Potsdam 
par E. von Rebeur-Pacshwitz (Nature, 1889).
Le séisme a eu lieu au Japon (magnitude ~5.8)
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17 Avril 1889
Premier enregistrement d’un séisme lointain à Potsdam 
par E. von Rebeur-Pacshwitz (Nature, 1889).
Le séisme a eu lieu au Japon (magnitude ~5.8)

Les ondes sismiques se 
propagent dans la Terre et 

permettent son auscultation!



La Terre sismologique...

Terre homogène 1 couche + rapide

with courtesy of M. Thorne, Utah
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La Terre sismologique...

Arrivée des ondes dépend de la structure du globe !

Terre homogène 1 couche + rapide

with courtesy of M. Thorne, Utah



La Terre sismologique...
~1910-1960

Terre
homogène

Oldham

Gutenberg

Lehmann

Mohorovičić



La Terre sismologique...
~1910-1960

Terre
homogène

Terre
radiale

Oldham

Gutenberg

Lehmann

Mohorovičić



La Terre sismologique...
~1910-1960

Terre
homogène

Terre
radiale

Oldham

Gutenberg

Lehmann

Mohorovičić

croûte



La Terre sismologique...
~1910-1960

Terre
homogène

Terre
radiale

Oldham

Gutenberg

Lehmann

Mohorovičić

croûte

manteau



La Terre sismologique...
~1910-1960

Terre
homogène

Terre
radiale

Oldham

Gutenberg

Lehmann

Mohorovičić

croûte

manteau

noyau



La Terre sismologique...
Terre
radiale

Modèle sismologique radial de la Terre 
obtenu grâce à l’étude des hodochrones
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La Terre sismologique...
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Modèle de Terre (vitesse, densité, anisotropie...) pour 
expliquer au mieux les données 
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Les hodochrones
Modèle PREM
(PReliminary Earth Model)

• Discontinuités principales, 
zones de transition, à faible 
vitesse, etc...

• Modèle radial (pas de 
variation latérale)

• Modèle isotrope

• Pas de distinction croûte 
océanique/continentale



Les hodochrones
Mais il existe des différences entre les arrivées prédites par 
PREM et la réalité
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Les hodochrones
Mais il existe des différences entre les arrivées prédites par 
PREM et la réalité

Temps

théorique 
PREM

P

P réelle Erreurs sur:
• localisation
• temps origine

Hétérogénéités 
latérales!



La Terre sismologique...

Terre hétérogène!

1970 - présent

with courtesy of M. Thorne & L. Boschi
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La Tomographie

Temps

théorique 
PREM

P

P réelle

Préelle - Pthéorique = délais de temps



La Tomographie

Temps

théorique 
PREM

P

P réelle

Préelle - Pthéorique = délais de temps



La Tomographie

t =
D

V
t =

X

i

di
Vi

Pour un couple séisme - station



La Tomographie

t =
D

V
t =

X

i

di
Vi

Pour un couple séisme - station



La Tomographie

t =
D

V
t =

X

i

di
Vi

Pour un couple séisme - station

Pour tous les couples séisme - station



La Tomographie

t =
D

V

0

BBBB@

t1
.
.
.
tn

1

CCCCA
=

0

BBBB@

d11 d12 . . . d1m
. .
. .
. .

dn1 dn2 . . . dnm

1

CCCCA
.

0

BBBB@

1
V1

.

.

.
1

Vm

1

CCCCA

t =
X

i

di
Vi

Pour un couple séisme - station

Pour tous les couples séisme - station



La Tomographie

t =
D

V

0

BBBB@

t1
.
.
.
tn

1

CCCCA
=

0

BBBB@

d11 d12 . . . d1m
. .
. .
. .

dn1 dn2 . . . dnm

1

CCCCA
.

0

BBBB@

1
V1

.

.

.
1

Vm

1

CCCCA

t =
X

i

di
Vi

t = G   .  m

Pour un couple séisme - station

Pour tous les couples séisme - station



La Tomographie
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La Tomographie

! II.!Données!et!traitement!!!!!25!
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rij = tobs,ij !tcalc,ij 

avec :  
- rij le résidu d’une station i pour une source 
- tobs,ij le temps d’arrivée observé, réel 
- tcalc,ij le temps d’arrivée calculé, théorique 
 
 Afin d’avoir l’information sur la géométrie du rais sismique, nous calculons l’angle 
d’émergence du rai sismique sous la station grâce à son paramètre de rai (donné par les tables 
théoriques de type IASPEI91) : 

 

avec : 
- i   l’angle d’émergence (en degrés) 
- Vp  la vitesse de l’onde P à la surface 
- p  le paramètre de rai (en s/deg) 
- r  le rayon de la Terre 

 Cela nous permet d’avoir une idée de la répartition des rais sous le réseau, et donc de 
déterminer quelles sont les zones les mieux contraintes et celles où les données sont rares.  

4. Analyse&des&résidus&

Au total, notre jeu de données se compose de 1594 résidus : 854 résidus obtenus par le 
pointé des ondes P, et 740 résidus obtenus par le pointé des ondes PKP et PP. Afin de corriger 
les résidus aberrants, dus à une erreur de pointé par exemple, nous rassemblons les 
évènements par région de provenance. En effet, les ondes provenant d’une même région 
devraient traverser les mêmes structures en profondeur, et présenter des résidus cohérents 
pour chaque station. La figure 12 correspond à la courbe de résidus tracée pour les séismes 
provenant d’Indonésie. Cette représentation permet de vérifier la cohérence des résidus 
obtenus, et de corriger ou d’éliminer les résidus aberrants. Cela permet également d’avoir une 
idée des grandes longueurs d’onde du signal mantellique et crustal. Par exemple, d’après la 
Figure 8, il est clair que les rais arrivant aux stations de MAWI à DAMT sont en retard par 
rapport à la partie sud du profil (DALA – ADEN). 

 

Figure 12. Courbe des résidus relatifs pour chaque station pour des évènements provenant tous de l'Indonésie. 
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II.&Données&et&traitement&

1. Données&sismologiques&

1.1. Réseau&

De mars 2009 à mars 2010, dans le cadre du projet YOCMAL, un réseau de 50 
stations sismologiques temporaires a été déployé durant un an au Yémen continental sur trois 
différents profils. Nous nous concentrerons sur le profil Ouest (Fig.6), passant par Sana’a et 
Aden, et composé de 23 stations temporaires et d’une station permanente, DAMY (GFZ, 
Geofon (Fig.6)). Nous avons ainsi récolté de nombreux séismes (locaux, régionaux et 
télésismiques) car les stations enregistraient en continu. Pour notre étude, nous avons 
sélectionné 119 séismes de magnitude supérieure à 6 à des distances épicentrales 
télésismiques, afin de procéder à une tomographie de temps d’arrivées. Parmi eux, 61 séismes 
en arrivée P, c’est à dire avec une distance épicentrale comprise entre 30 et 90°, 35 séismes en 
arrivée PP, et 23 séismes en arrivée PKP ont été enregistrés. Nous disposons donc d’un jeu de 
données comprenant 1594 temps d’arrivée à inverser pour obtenir une image de la structure 
de la lithosphère sous cette région du Yémen, par la méthode de la tomographie télésismique 
(Aki et al., 1974).  

La configuration de ce réseau nous permet d’imager la lithosphère avec une résolution 
maximale de 25 km (l’espacement minimal entre deux stations) sur une profondeur 
d’investigation d’environ 300 km (étendue du réseau en surface). 

 

Figure 6. Distribution des stations sismologiques du réseau YOCMAL 

!
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Les séismes enregistrés proviennent surtout de la ceinture de feu du Pacifique : zones 
de subduction du Japon, de l’Indonésie, de Ryukyu. Pour les autres azimuts, la quantité de 
séismes enregistrés est beaucoup plus faible, mais tous sont représentés. La considération de 
séismes arrivant en PKP et en PP a permis d’éclairer un certain nombre d’azimuts non 
représentés auparavant, et de compléter la distribution azimutale des événements (Fig. 8). 

Les figures 9.a. et 9.b. représentent la répartition des séismes enregistrés en fonction 
de leur magnitude et de la profondeur de leur source. La majorité des évènements correspond 
à des magnitudes inférieures à 7 et des profondeurs comprises entre 0 et 50 km de profondeur. 
Le séisme de plus forte amplitude enregistré par notre réseau est celui qui a frappé le Chili 
(magnitude 8.8) le 27 février 2010. Les séismes les plus profonds ont été générés entre 650 et 
700 km de profondeur, en zone de subduction. 

 

Figure'9.'Répartition'des'évènements'enregistrés'en'fonction'de'leur'magnitude'et'de'la'profondeur'de'la'
source'

  

Figure 8.a) Distribution azimutale des séismes pointés : les points rouges correspondent aux évènements P, les 
triangles verts aux évènements PKP et les triangles oranges aux évènements PP. b) Répartition azimutale des 

séismes, toutes arrivées confondues 

Courbe de résidus

Répartition de résidus
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Figure 13. Répartition des résidus relatifs en fonction de l'azimut et de l'angle d'émergence. Les résidus négatifs 
(couleurs froides) indiquent un temps de parcours plus court que celui prévu par le modèle de Terre homogène 
IASPEI91. Ils reflètent donc une anomalie rapide présente sous le réseau. Les résidus positifs (couleurs chaudes) 
indiquent une anomalie lente. 
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(couleurs froides) indiquent un temps de parcours plus court que celui prévu par le modèle de Terre homogène 
IASPEI91. Ils reflètent donc une anomalie rapide présente sous le réseau. Les résidus positifs (couleurs chaudes) 
indiquent une anomalie lente. 

Résidus = obs - calc
On travaille toujours en anomalie
i.e. il y a un modèle de référence



La Tomographie
Les sources et récepteurs définissent l’échelle 
d’investigation de la tomographie

• locale
• régionale
• globale

Le type d’onde définit les paramètres recherchés

• ondes de volume (δ VP, δ VS)
• ondes de surface (Vgroupe, Vphase, anisotropie)



La tomographie locale

‣ Sources = séismes locaux
‣ Sources + récepteurs dans le 
volume d’étude
‣ Détermination conjointe des 
hypocentres et des vitesses 
absolues (VP et VS)
‣ Résolution de l’ordre du 
kilomètre

Zone d’investigation locale (crustale)
dure such as the coupling between the earthquake hypo-
centers and the velocity parameters [Thurber, 1992], the
initial 1-D velocity model [Kissling et al., 1994], as well
as the size of the grid used for data inversion and the

regularization technique. Similarly, the source-station
geometry which in turn affects ray path distribution is
a critical factor in resolving velocity structure. In order to
estimate if our distribution of earthquake hypocenters and

Figure 5. Vertical cross sections for (a) P and (b) S velocity models along the W-E and N-S directions
reported in Figure 1. Black circles, black stars, and triangles indicate earthquake, well, and station
locations.

Figure 6. Vertical cross sections along the W-E and N-S directions of the checkerboard model
perturbations after inversion for (a) the P and (b) S velocity.

B03201 VANORIO ET AL.: THREE-DIMENSIONAL TOMOGRAPHY AT CAMPI FLEGREI

6 of 14

B03201



La tomographie régionale

‣ Sources = téléséismes
‣ Récepteurs dans le volume 
d’étude, sources dehors
‣ Détermination des vitesses 
relatives dans chaque couche (VP 
et VS)
‣ Résolution de l’ordre de la 
dizaine de kilomètres (latérale 
mieux que prof.)

Zone d’investigation régionale 
(croûte et manteau supérieur)

488 I. D. Bastow et al.

Figure 7. (a, c and e) Depth slices through the P-wave velocity model at 75, 150 and 250 km depth. (b, d and f) Depth slices through the S-wave velocity
model at 75, 150 and 250 km depth. The locations of stations contributing to the tomographic inversions are shown with white squares in (a), (b), (e) and (f).
Square and triangular symbols in (c) and (d) show the magnitude and sign of station static terms.

north of 10◦N, the low-velocity zone shifts eastwards and follows
the trend of the younger Ethiopian rift, which is thought to over-
print the late Oligocene Red Sea and Gulf of Aden rift structures
(Wolfenden et al. 2004).

A limb of low-velocity structure extends from the NNE-trending
Ethiopian rift to the west of 9◦N, 39◦E and extends more than 100 km
in a westerly direction from the Quaternary magmatic segments in
the centre of the rift. This limb corresponds to an area of lower relief

C⃝ 2005 RAS, GJI, 162, 479–493



La tomographie globale

‣ Sources = tous les séismes de la zone
‣ Sources et récepteurs dans le volume d’étude
‣ Détermination de perturbations de vitesse (Vp et Vs) par 
rapport à 1D
‣ Résolution ~100 à 1000 kilomètres
‣ Ondes de surface aussi (mais pour z ∈ [0-400 km]) 

Zone d’investigation globale (manteau à CMB)

February 16, 2008 13:33 Geophysical Journal International gji˙3721

Global upper-mantle tomography 11

Figure 12. Cross-sections through the tomographic model at four depths in the shallower upper mantle. Approximate plate boundaries are shown with green
lines. The reference Sv-wave velocity values are 4.38 km s−1 (a, b), 4.39 km s−1 (c), 4.45 km s−1 (d)—all at a reference period of 50 s.

C⃝ 2008 The Author, GJI
Journal compilation C⃝ 2008 RAS
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Bijwaard et al., 1998
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Tomographie ondes S

Images du manteau inférieur plus 
délicates à interpréter...



Tomographie ondes S

Super-panaches?

Images du manteau inférieur plus 
délicates à interpréter...



Albarede & van der Hilst, 2002



La Tomographie

Attention aux interprétations chaud/froid...

Composition, fluides, pression interviennent aussi!!



La Tomographie

Modèles tomographiques obtenus avec les 
mêmes données...

Cela reste des modèles, prudence!



Les fonctions récepteur

• Hétérogénéités latérales vues par la 
tomographie

• Variations en profondeur des discontinuités 
radiales (Moho, 410-660, LAB) vu aussi par 
la sismologie

• Signal contenu dans le sismogramme, mais 
difficile à extraire 



Les fonctions récepteur
On utilise 2 choses concernant les téléséismes: 
• les lois de Snell-Descartes, 
• l’information contenue dans le signal sismologique
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Les fonctions récepteur

H affecte (tPs - tP)

Vs affecte (tPs - tP) + amplitude

Vp/Vs affecte (tPs - tP) + amplitude
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Les interfaces imagées
Moho (transition vitesse crustale à mantellique)

sented by Nguuri et al. (2001) is evidence for
pervasive Proterozoic (ca. f 2 Ga) modification of
Archean crust across a broad east–west zone bounded
by the Bushveld on the east and by the Okwa/
Magondi terranes on the west (see also (Carney et
al., 1994; Shirey et al., 2001). Moho Ps conversions
for stations in this region of disturbed craton tend to be
low in amplitude and, in some cases, ambiguous,
suggesting that the Moho may a weak and/or broad
transitional (e.g. >3–5 km) boundary. Both crustal
thickness and the Moho signature observed in the
region of modified Archean crust are similar to those

observed at stations in the Proterozoic Namaqua–
Natal belt.

Depth images for the northern and southern mar-
ginal zones of the inter-cratonic Limpopo Belt exhibit
a characteristic cratonic signature in both Ps and in
crustal thickness (Nguuri et al., 2001). The seismic
results are consistent with geologic interpretations of
the marginal zones as overthrust belts atop cratonic
crust (Van Reenen et al., 1992). The Central Zone
displays thickened crust (up to 50 km or more) and
poorly developed Moho Ps conversions, consistent
with geologic models of pervasive shortening and

Fig. 3. Color-coded contour map of depth to Moho beneath the southern Africa array based on depth images in Fig. 2 (from Nguuri et al., 2001;

n 2001 American Geophysical Union). Crustal thickness color scale is shown on right. Thin crust tends to be associated with undisturbed areas

of craton, particularly in the southern and eastern parts of the Kaapvaal craton and in the Zimbabwe craton north of the Limpopo belt. Greater

crustal thickness is associated with the Bushveld region and its westward extension into the Okwa and Magondi belts, and with the central zone

of the Limpopo belt and the Proterozoic Namaqua–Natal mobile belt.

D.E. James et al. / Lithos 71 (2003) 413–429 417

James et al. (2003)

Epaisseurs crustales
Possibilité de 
comparer/combiner 
avec la gravimétrie, les 
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Les interfaces imagées
Zone de transition (changement de phase associé à 
une variation de vitesse)

Plus chaud Plus froid
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Figure 2 The geometry of our experiment. Shown are the locations of the piercing

points of P660s ray paths at the 660-km discontinuity (crosses) and the P660s ray

paths (lines) from the central patch (grey square) to the ICEMELTseismic stations

and the GSN station BORG (dots). The Icelandic coast and the Reykjanes and

Kolbeinsey ridges are represented by regional bathymetry at 1-km contours. A

total of 1,560 pairs of radial and transverse receiver functions sample the

discontinuity.

Figure 3 Images of P410s and P660s in stacked receiver functions and P660s-

P410s differential times indicate an anomalously thin transition zone beneath

central and southern Iceland. a, Locations of the profiles of receiver function

stacks. b, The left-hand and middle panels display relative amplitudes of receiver

function stacks along an east–west profile north of Iceland. Red and yellow

colours represent positive and relatively higher-amplitude arrivals. We note that

the nth-root stacking16 amplifiesweaksignals in noisy data, but does not preserve

amplitudes and waveforms. The vertical axis is the time after the compressional

wave (P) arrival. Receiver functions are uncorrected (left panel) or have been

corrected (middle panel) for the splitting of the converted phases and velocity

heterogeneity in the upper 400 km. P660s-P410s differential times (right panel) are

similar to that predicted for the iasp91 global model9 (23.9 s, blue horizontal line)

for both corrected (red circles) and uncorrected (black circles) receiver functions.

The P410s and P660s times, the differential times, and their 1j errors are

estimated using a bootstrap method30. The relative amplitudes of identified

P410s and P660s phases are greater than twice the levels of similarly processed

and stacked records of noise immediately before the corresponding P arrivals. A

1-s change in differential time is equivalent to about a 10-km change in the

transition zone thickness. c, An east–west profile through central Iceland. d, A

north–south profile through central Iceland.
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and d), where observed P660s-P410s differential times are less than
that predicted by iasp91 by as much as 2.2 s. We applied corrections
for velocity heterogeneity in the upper 400 km using P and S
tomographic models8 and for Pds shear-wave splitting using the
results from SKS splitting analysis18. Station terms in the tomo-
graphic models8 are incorporated, under the assumption that they
reflect a uniform contribution from the upper 100 km. These
corrections do not change the general pattern of differential times
and only partially remove the effects of velocity heterogeneity
(Fig. 3b), because the tomographic inversions underestimate the
magnitude of the velocity anomalies8. Stacks of randomly selected
receiver functions (see Supplementary Information) show signifi-
cantly less coherence for the converted phases than the correctly
binned stacks, indicating that the observed discontinuity structure
is real.

The mantle transition-zone thickness beneath central and south-
ern Iceland implied by the P660s-P410s differential times is less than
beneath surrounding areas by �20 km. The location and east–west
dimension (400 km) of the region of the thinner (and therefore
hotter than normal) transition zone (Fig. 4) are generally consistent
with the location and diameter of the low-velocity anomalies at
300 km depth imaged in the tomographic models8. The mantle
transition-zone thickness beneath the areas surrounding central
and southern Iceland is comparable to that of the iasp91 model9.
Observations of long-period SS precursors17 indicate that the
mantle transition zone in most oceanic areas is unlikely to be
significantly thicker than in iasp91. This inference provides a basis
for a discussion of the depth of origin of the Iceland plume.

The combination of a thinner transition zone beneath central and
southern Iceland and a normal transition zone beneath surrounding
areas is contrary to models in which the plume originates from an
instability in a boundary layer at the base of the upper mantle as a
result of regional heating from below19,20 (Fig. 1c). Numerical and
experimental studies have shown that the horizontal extent of the
portion of the boundary layer supplying the thermal and mass flux
at a plume is much greater than the diameter of the plume conduit21;
in particular, the area of a conductive boundary layer 50–100 km
thick supplying the plume would have to be 1,000–2,000 km in
horizontal extent to match the excess heat flux at Iceland22. A broad

boundary-layer instability (Fig. 1c) having an excess temperature
of 150–200 K (ref. 2) would reduce the depth of the 660-km
discontinuity and the transition-zone thickness by 8–10 km (0.8–
1.0 s differential P660s-P410s time) over a broad region, incon-
sistent with the normal transition-zone thickness observed beneath
the areas surrounding central and southern Iceland.

The thinner transition zone appears to be circular within the
mapped area and does not follow the geometry of the Mid-Atlantic
Ridge (Fig. 4). This pattern suggests that a thinner transition zone is
not a general feature of mid-ocean ridges. In support of this
observation, receiver functions from sea-floor seismic stations on
the southern East Pacific Rise23 show that the average thickness of
the underlying mantle transition zone is comparable to iasp91.
Precursors to SS waves reflected beneath the northern East Pacific
Rise show no significant difference between the transition-zone
discontinuity depths beneath sea floor younger than 10 Myr and
those beneath older sea floor24. Although the transition-zone
thickness beneath the area southeast of Iceland remains to be
mapped and we cannot fully rule out the possibility of a larger,
regional anomaly, the fact that the thinner transition zone underlies
the column of low seismic velocities in the tomographic models8

and does not follow the ridge geometry suggests that the thinner
transition zone is associated with the Iceland mantle plume.

Several lines of evidence, including tomographic images of
subducting slabs penetrating the lower mantle in some areas25 and
the localized depression of the 660-km discontinuity beneath
subduction zones26,27, argue against a global thermal boundary
layer above the 660-km discontinuity. Under two-layer mantle
convection models, upwelling beneath spreading ridges would
entrain anomalously hot material from such a boundary layer28

and result in a deeper than normal 410-km discontinuity and a
thinner than normal transition zone in the upwelling column,
contrary to a normal mantle transition-zone thickness beneath
most ridges. For strongly layered mantle convection models in
which the depth of the 660-km discontinuity is nearly constant5,19

(Fig. 1b), the low seismic velocities in the upper 400 km (ref. 8) and
the thin and anomalously hot mantle transition zone beneath
central and southern Iceland would result in greater delays to
P660s arrivals in those areas; this is contrary to observations that
P660s times beneath central and southern Iceland are less than
beneath adjacent areas, except near the eastern and northern edges
of the mapped region (Fig. 3c and d) where relatively greater average
upper-mantle velocities appear to be present along the paths of the
converted phases. Although the imaged discontinuity topography is
affected either by no correction or by an undercorrection for
velocity heterogeneity, corrections using seismic models with a
narrower mantle plume and a larger velocity anomaly8—and
including delays expected from higher than normal temperatures
within the portion of the plume in the transition zone beneath
central and southern Iceland (�0.2 s per 100 K excess tempera-
ture)—would only further shoal the apparent depth of the 660-km
discontinuity and reduce the transition-zone thickness beneath
central and southern Iceland.

Our observations are therefore most consistent with a lower-
mantle origin for the Iceland plume (Fig. 1a). The variation in the
depth to the 660-km discontinuity beneath Iceland is also consistent
with our premise that the observed discontinuity corresponds to a
mineralogical phase boundary, rather than a chemical boundary,
because a chemically stratified boundary between the upper and
lower mantle would be deflected by as much as several hundred
kilometres by an upwelling plume19,20 from the lower mantle. For
Clapeyron slopes of 2.9 and −2.1 MPa K−1 for the 410- and 660-km
discontinuities29, respectively, the reduction of the transition-zone
thickness by �20 km beneath central and southern Iceland is
equivalent to an excess temperature of 150 K, a result in good
agreement with estimates of the thermal anomaly at the depth of
melt generation (�200 km)2. The inferred excess temperature
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Figure 4 Map view of differences between the observed P660s-P410s differential

times and the value predicted for the iasp91 model9 underscores the localized

nature of the anomaly. Receiver functions have not been corrected for shear-

wave splitting or velocity heterogeneity in the upper 400 km; such corrections do

not change the general pattern of differential times (Fig. 3 and Supplementary

Information). Red and yellow colours indicate significantly smaller differential

times (thinner mantle transition zone) than in iasp91, while blue colours denote

normal or somewhat greater differential times (normal or slightly thicker mantle

transition zone). The images have been smoothed by a two-dimensional, five-

point moving average. The dashed grey lines delineate Icelandic neovolcanic

zones and the axis of the Mid-Atlantic Ridge.

Problématique d’actualité
- panache “fin”?
- changement(s) de phase?



Les interfaces imagées

11 s, respectively. Some energy is observed at the zero time
at station NEO suggesting that either the rotation of the
components is not optimal or shallow sediments generate
some energy.
[20] We compute P receiver functions for all stations and

summarize the results in the stacked moveout-corrected
receiver functions shown in Figure 4. These traces are
sorted by their south-to-north distance from the Hellenic
trench, and provide an average discontinuity depth beneath
each station. The P receiver functions are plotted in a time

window of 0–20 s in order to display information for both
continental and oceanic structures.
[21] The receiver functions obtained for stations in the

southern Aegean and on the island of Crete (labeled FA in
Figure 4) show a phase with increasing delay time north-
ward, reaching 10 s beneath the volcanic arc. This phase is
interpreted as the Moho of the subducted African plate
(labeled African Moho). It can be followed from 4.5 s
beneath station VLS to 11 s beneath station SANT in the
volcanic arc (labeled VA in Figure 4). North of SANT, this
phase is no longer clear. Beneath the northern Aegean Sea

Figure 2. (a) Raypaths of P and S receiver functions. (b) A two-layered model over a half-space
consisting of two discontinuities: the crust-mantle boundary at 30 km and the lithosphere-asthenophere
boundary at 125 km. The S velocity is considered to be 3.5 km/s in the crust and 4.5 km/s in the upper
most mantle. (c) Synthetic P and S receiver functions computed for the model shown in Figure 2b. The P
onset for P receiver function and the S onset for S receiver function are fixed at zero time (bold thick
line). In the first panel, the P receiver function significantly reveals the Ps conversion at the Moho and its
multiple phases, while the lithosphere-asthenosphere boundary (labeled with LAB) is masked by the
crustal multiple with negative amplitude. In the second panel, in contrast, the S receiver function reliably
shows the Sp converted phase from the Moho as well as that from the LAB. Sp phases arrive earlier than
direct S waves, whereas all the multiples appear later. The polarity of the Sp converted phase is reversed
due to the different sign of its conversion coefficient comparing to that of Ps. In the third panel, to make it
directly comparable with the P receiver function, the time axis is reversed, and in the fourth panel,
polarities of the Sp phases are also reversed.
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Figure 3. Distribution of the estimated incidence angles obtained by min-
imizing the amplitude at S-phases arrival time on the P component of seis-
mograms. We have discarded the events with incidence angle >52◦ due to
possible contamination by high-noise levels.

shallower discontinuities (Yuan et al. 2006). Furthermore, the S-
RFs are higher resolution than surface wave observations, which
are routinely used to define the thickness of lithosphere.

Calculation of the S-RFs mainly involves coordinate rotation and
deconvolution (Yuan et al. 2006; Zhao et al. 2010). We rotate the
ZNE (Z, N–S and E–W) components to the ZRT (vertical, radial
and transverse) system with theoretical backazimuth and then fur-
ther to the P-SV -SH system with incidence angle determined by
minimizing the amplitude within a window of ±1 s at the S-phases
arrival time on the P component. For all the selected events, the
distributions of the estimated incidence angles of rotation used are
shown in Fig. 3. The incidence angles determined in this way may be
problematic due to the presence of significant noise, so we discard

events with incident angles >52◦ (Kumar & Kawakatsu 2011). This
coordinate rotation ensures optimal isolation of the Sp converted
waves from the incident S phases. Subsequently, the S-RFs are con-
ducted by deconvolving the SV components from the P components
by a time domain Wiener filtering approach. Prior to deconvolution,
a bandpass filter of 2–30 s is also applied to the data. To make the
S-RFs more easily comparable to conventional P-RFs, we further
reverse the time axis and the polarity of the S-RFs. In the resulting
S-RFs, consistent with the P-RFs, positive amplitudes indicate in-
creasing velocity with depth across a discontinuity, and vice versa.
The remaining steps, such as distance moveout correction and depth
migration, are almost identical to the P-RF (Yuan et al. 2006).

3 O B S E RVAT I O N S

We produce 3792 S-RFs by analysing the selected 160 S phases
and 200 SKS phases for 189 stations (Fig. 2). The Sp piercing
points at 70 km and 150 km, which are the expected Moho and
LAB depths, respectively, are produced for all the S-RFs using a
slightly modified IASP91 model as reference (Kennett & Engdahl
1991), with an ∼70-km-thick crust, more appropriate for Tibet.
Fig. 4 displays the distribution of all the Sp piercing points. To
enhance the Sp conversions, we stack the S-RFs in bins of 0.2◦

(non-overlapping) and sort all the S-RFs by the latitude of the Sp
piercing points at 70 km and 150 km, with focus on mapping the
Moho and LAB, respectively (Fig. 5). Moveout correction is applied
to all the S-RFs using a reference slowness of 6.4 s deg−1. In Fig. 5,
the Moho and LAB are marked by dashed black lines. The Moho,
with positive amplitude coded by red, can be continuously traced
in Fig. 5(a). The arrival times of the Moho range from about 4 s to
9 s. The negative amplitude coded by blue below the Moho presented
in Fig. 5(b) may be interpreted as the LAB within a time window
of about 8 s and 16 s.

To explore general features of the lithospheric structure of the
study region, we generate a depth section along the profile shown in

Figure 4. Location of the piercing points of S-to-P converted waves at depths of 70 km and 150 km are labelled by blue and red crosses, respectively. The
dashed green line is the location of the migrated section.

C⃝ 2011 The Authors, GJI, 187, 414–420
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Figure 5. S-receiver functions sorted by the latitude of piercing points at
70 km and 150 km depths, with emphasis on mapping the Moho (a) and
LAB (b), respectively.

Fig. 4 by applying the common conversion point (CCP) migration
method to all the S-RFs. Here, we use the IASP91 model with a
double crustal thickness to achieve the time–depth transformation
of all the S-RFs. In fact, the choice of reference model is not very
important, because the error in depth estimation caused by the ve-
locity variations in the crust and mantle lithosphere is only a few
kilometres and is smaller than the resolution of S-RF, which is about

10 km or more due to the dominant wavelength of the S-phases being
larger than 6 s (Li et al. 2007; Chen et al. 2009).

In Fig. 6, we present the migrated depth section with clear images
of the Moho and the LAB, which are labelled by black dash lines.
The positive amplitudes of Sp converted waves are plotted in red,
while blue colour shows negative amplitudes. Along the profile, the
Moho, with the most pronounced positive Sp conversions, gradu-
ally deepens from ∼50 km beneath the Himalayas to ∼70 km near
the YZS, horizontally extending to the south of the BNS at about
31.5◦N, and then shallows to ∼65–70 km depth beneath the Qiang-
tang Terrain. Although the S-RF is not ideal for detecting Moho
depth because of the lower frequencies involved, our results corre-
late very well with previous P-RF results of Hi-CLIMB, which are
indicated by the dashed white line in Fig. 5 (Nabelek et al. 2009).

The agreement in Moho depth estimates between previous P-RFs
and these studies ensures the reliability of the subsequent LAB anal-
ysis. As shown in Fig. 6, we interpret the negative polarity phases
below the Moho as originating from the LAB. The LAB cannot be
interpreted as a side lobe of the Moho Sp phase because no sym-
metrical negative phase appears on the other side of the positive
signal. The N–S cross-section reveals that the LAB dips northwards
monotonically from ∼80 km beneath the Himalayas to ∼110 km
near the YZS at ∼30.5◦N over a distance of ∼300 km, then remains
horizontal to the north of the BNS to ∼32.5◦N and deepens abruptly
to ∼130 km at ∼33.0◦N beneath the Qiangtang Terrain. We con-
sider the identified LAB as the base of the Indian lithosphere. Our
migrated S-RF image shows that the subducting Indian lithosphere
extends to ∼33.0◦N, and transitions from low-angle subduction to
flat subduction near the YZS, which can be explained by the breakoff
of the Indian lithosphere slab owing to gravitational settling. This
slab breakoff, the detachment of oceanic lithosphere from continen-
tal lithosphere, is plausible by quantitatively evaluating the strength
and buoyancy force of the lithosphere during continental subduc-
tion (Davies & Von Blanckenburg 1995). Moreover, slab breakoff
has been proposed to explain the exhumation of ultrahigh-pressure
rocks in the western Himalaya, the cease of the Gangdese arc mag-
matism, and the new results from wide-angle seismic data in south-
ern Tibet (Chung et al. 2005; Leech et al. 2005; Zhang & Klemperer
2010).

Figure 6. Migrated S-RFs section along the profile marked by a dashed green line in Fig. 4. The Moho results from Nabelek et al. (2009) are marked by a
dashed white line.

C⃝ 2011 The Authors, GJI, 187, 414–420
Geophysical Journal International C⃝ 2011 RAS
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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of
seismic arrays, such as the Program for the
Array Seismic Studies of the Continental
Lithosphere (PASSCAL) and USArray pro-
grams (1), is to improve the resolution of
images of Earth_s interior by adding more
instruments to regional- and continental-scale
seismic networks. Traditional observational
methods cannot fully exploit emerging array

data because they are based on seismic waves
emitted from earthquakes, which emanate
from select source regions predominantly
near plate boundaries and are observed at
stations far from the source regions, such as
most locations within the United States. With
such teleseismic observations, high-frequency
information is lost because of intrinsic atten-
uation and scattering, and resolution is

degraded by the spatial extent of the surface
wave_s sensitivity, which expands with path
length (2–4). We have moved beyond the
limitations of methods based on earthquakes
and recovered surface-wave dispersion data
from ambient seismic noise (5).

The basic idea of the new method is that
cross-correlation of a random isotropic wave-
field computed between a pair of receivers
will result in a waveform that differs only
by an amplitude factor from the Green
function between the receivers (6, 7). This
property is reminiscent of the fluctuation-
dissipation theorem (8), which posits a re-
lation between the random fluctuations of a
linear system and the system_s response to an
external force. The relation is widely used in
a variety of physical applications and has
its roots in early works on Brownian noise
(9, 10). Recent results in helioseismology (11),
acoustics (12–16), and seismology (5, 17)
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Fourier, Grenoble, France.

*To whom correspondence should be addressed.
E-mail: nshapiro@ciei.colorado.edu

R E P O R T S

www.sciencemag.org SCIENCE VOL 307 11 MARCH 2005 1615

 o
n 

Se
pt

em
be

r 2
9,

 2
00

9 
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fro
m

 

The maps produced variance reductions of 93
and 76% at 7.5 and 15 s, respectively,
relative to the regional average speed at each
period. To test the robustness of the inver-
sion, we applied the same procedure to a
second month of data and produced similar
tomographic maps (fig. S3). The resolution
of the resulting images is about the average
interstation distance, between 60 and 100 km
across most of each map (fig. S4).

A variety of geological features (29) are
recognizable in the estimated group-speed
dispersion maps (Fig. 2). For the 7.5-s
Rayleigh wave, which is most sensitive to
shallow crustal structures no deeper than
about 10 km, the dispersion map displays
low group speeds for the principal sedimen-
tary basins in California, including the basins
in the Central Valley, the Salton Trough in
the Imperial Valley, the Los Angeles Basin,
and the Ventura Basin. Regions consisting
mainly of plutonic rocks (the Sierra Nevada,
the Peninsular Ranges, the Great Basin, and
the Mojave Desert region) are characterized
predominantly by fast group speeds. Some-
what lower speeds are observed in the
Mojave Shear Zone and along the Garlock
Fault. The Coast Ranges, the Transverse
Ranges, and the Diablo Range, which are
mainly composed of sedimentary rocks, are
characterized by low group speeds, with the
exception of the Salinian block located south
of Monterey Bay.

For the 15-s Rayleigh wave, which is
sensitive mainly to the middle crust down to
depths of about 20 km, very fast group
speeds correspond to the remnants of the
Mesozoic volcanic arc: the Sierra Nevada
and the Peninsular Ranges, composed prin-
cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the
western and eastern parts of the Sierra
Nevada (30). The group speeds are lower in
the Great Basin and in the Mojave Desert,
indicating that the middle crust in these areas
is probably hotter and weaker than in the
Sierra Nevada. In the Central Valley, slow
group speeds are associated with two deep
sedimentary basins: the San Joaquin Basin
in the south and the Sacramento Basin in
the north, separated in the middle by the
igneous-dominated Stockton Arch (31). Group
speeds are low in the sedimentary mountain
ranges (the Transverse Ranges, the southern
part of the Coast Ranges, and the Diablo
Range). Neutral to fast wave speeds are
observed for the Salinian block. In this area,
the 15-s map shows a contrast between the
high-speed western wall of the San Andreas
Fault, composed of plutonic rocks of the
Salinian block, and its low-speed eastern
wall, composed of sedimentary rocks of the
Franciscan formation.

These results establish that Rayleigh-
wave Green functions extracted by cross-
correlating long sequences of ambient seismic
noise, which are discarded as part of tra-
ditional seismic data processing, contain in-
formation about the structure of the shallow
and middle crust. The use of ambient seis-
mic noise as the source of seismic observa-
tions addresses several shortcomings of
traditional surface-wave methods. The meth-
od is particularly advantageous in the con-
text of temporary seismic arrays such as the
Transportable Array component of USArray
or PASSCAL experiments, because it can
return useful information even if earth-
quakes do not occur. The short-period dis-
persion maps produced by the method can

provide homogeneously distributed informa-
tion about shear wave speeds in the crust,
which are hard to acquire with traditional
methods. The new method enhances reso-
lution because measurements are made
between regularly spaced receivers, which
may lie much closer to one another than to
earthquakes.

It may seem initially surprising that
deterministic information about Earth_s crust
can result from correlations of ambient
seismic noise. This result reminds us that
random fluctuations can, in fact, yield the
same information as that provided by
probing a system with an external force (9)
and that not all noise is bad. In seismology,
external probing through active seismic
sources (such as explosions) may be prohib-
itively expensive, and earthquakes are both
infrequent and inhomogeneously distributed.
In many instances, merely Blistening[ to
ambient noise may be a more reliable and
economical alternative.

References and Notes
1. USArray (www.iris.iris.edu/USArray) is one of the

components of the new EarthScope (www.earthscope.
org) initiative in the United States. PASSCAL (www.
iris.edu/about/PASSCAL) is a program of the Incor-
porated Research Institutions for Seismology (IRIS)
(www.iris.edu).

2. G. Nolet, F. A. Dahlen, J. Geophys. Res. 105, 19043 (2000).
3. J. Spetzler, J. Trampert, R. Snieder, Geophys. J. Int.

149, 755 (2002).
4. M. H. Ritzwoller, N. M. Shapiro, M. P. Barmin, A. L.

Levshin, J. Geophys. Res. 107, 2235 (2002).
5. N. M. Shapiro, M. Campillo, Geophys. Res. Lett. 31,

L07614, 10.1029/2004GL019491 (2004).
6. R. L. Weaver, O. I. Lobkis, Phys. Rev. Lett. 87, paper

134301 (2001).
7. R. Snieder, Phys. Rev. E 69, 046610 (2004).
8. R. Kubo, Rep. Prog. Phys. 29, 255 (1966).
9. S. Kos, P. Littlewood, Nature 431, 29 (2004).

10. A. Einstein, Ann. Phys. 17, 549 (1905).

-120 -115 

35 

1.4 1.9 2.2 2.5 2.6 2.8 2.9 3.2 3.5 4.0
group velocity (km/s)

-120 -115 

35 

2.00 2.35 2.55 2.65 2.75 2.85 2.95 3.05 3.15 3.40

group velocity (km/s)

A B
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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of
seismic arrays, such as the Program for the
Array Seismic Studies of the Continental
Lithosphere (PASSCAL) and USArray pro-
grams (1), is to improve the resolution of
images of Earth_s interior by adding more
instruments to regional- and continental-scale
seismic networks. Traditional observational
methods cannot fully exploit emerging array

data because they are based on seismic waves
emitted from earthquakes, which emanate
from select source regions predominantly
near plate boundaries and are observed at
stations far from the source regions, such as
most locations within the United States. With
such teleseismic observations, high-frequency
information is lost because of intrinsic atten-
uation and scattering, and resolution is

degraded by the spatial extent of the surface
wave_s sensitivity, which expands with path
length (2–4). We have moved beyond the
limitations of methods based on earthquakes
and recovered surface-wave dispersion data
from ambient seismic noise (5).

The basic idea of the new method is that
cross-correlation of a random isotropic wave-
field computed between a pair of receivers
will result in a waveform that differs only
by an amplitude factor from the Green
function between the receivers (6, 7). This
property is reminiscent of the fluctuation-
dissipation theorem (8), which posits a re-
lation between the random fluctuations of a
linear system and the system_s response to an
external force. The relation is widely used in
a variety of physical applications and has
its roots in early works on Brownian noise
(9, 10). Recent results in helioseismology (11),
acoustics (12–16), and seismology (5, 17)
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The maps produced variance reductions of 93
and 76% at 7.5 and 15 s, respectively,
relative to the regional average speed at each
period. To test the robustness of the inver-
sion, we applied the same procedure to a
second month of data and produced similar
tomographic maps (fig. S3). The resolution
of the resulting images is about the average
interstation distance, between 60 and 100 km
across most of each map (fig. S4).

A variety of geological features (29) are
recognizable in the estimated group-speed
dispersion maps (Fig. 2). For the 7.5-s
Rayleigh wave, which is most sensitive to
shallow crustal structures no deeper than
about 10 km, the dispersion map displays
low group speeds for the principal sedimen-
tary basins in California, including the basins
in the Central Valley, the Salton Trough in
the Imperial Valley, the Los Angeles Basin,
and the Ventura Basin. Regions consisting
mainly of plutonic rocks (the Sierra Nevada,
the Peninsular Ranges, the Great Basin, and
the Mojave Desert region) are characterized
predominantly by fast group speeds. Some-
what lower speeds are observed in the
Mojave Shear Zone and along the Garlock
Fault. The Coast Ranges, the Transverse
Ranges, and the Diablo Range, which are
mainly composed of sedimentary rocks, are
characterized by low group speeds, with the
exception of the Salinian block located south
of Monterey Bay.

For the 15-s Rayleigh wave, which is
sensitive mainly to the middle crust down to
depths of about 20 km, very fast group
speeds correspond to the remnants of the
Mesozoic volcanic arc: the Sierra Nevada
and the Peninsular Ranges, composed prin-
cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the
western and eastern parts of the Sierra
Nevada (30). The group speeds are lower in
the Great Basin and in the Mojave Desert,
indicating that the middle crust in these areas
is probably hotter and weaker than in the
Sierra Nevada. In the Central Valley, slow
group speeds are associated with two deep
sedimentary basins: the San Joaquin Basin
in the south and the Sacramento Basin in
the north, separated in the middle by the
igneous-dominated Stockton Arch (31). Group
speeds are low in the sedimentary mountain
ranges (the Transverse Ranges, the southern
part of the Coast Ranges, and the Diablo
Range). Neutral to fast wave speeds are
observed for the Salinian block. In this area,
the 15-s map shows a contrast between the
high-speed western wall of the San Andreas
Fault, composed of plutonic rocks of the
Salinian block, and its low-speed eastern
wall, composed of sedimentary rocks of the
Franciscan formation.

These results establish that Rayleigh-
wave Green functions extracted by cross-
correlating long sequences of ambient seismic
noise, which are discarded as part of tra-
ditional seismic data processing, contain in-
formation about the structure of the shallow
and middle crust. The use of ambient seis-
mic noise as the source of seismic observa-
tions addresses several shortcomings of
traditional surface-wave methods. The meth-
od is particularly advantageous in the con-
text of temporary seismic arrays such as the
Transportable Array component of USArray
or PASSCAL experiments, because it can
return useful information even if earth-
quakes do not occur. The short-period dis-
persion maps produced by the method can

provide homogeneously distributed informa-
tion about shear wave speeds in the crust,
which are hard to acquire with traditional
methods. The new method enhances reso-
lution because measurements are made
between regularly spaced receivers, which
may lie much closer to one another than to
earthquakes.

It may seem initially surprising that
deterministic information about Earth_s crust
can result from correlations of ambient
seismic noise. This result reminds us that
random fluctuations can, in fact, yield the
same information as that provided by
probing a system with an external force (9)
and that not all noise is bad. In seismology,
external probing through active seismic
sources (such as explosions) may be prohib-
itively expensive, and earthquakes are both
infrequent and inhomogeneously distributed.
In many instances, merely Blistening[ to
ambient noise may be a more reliable and
economical alternative.
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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of
seismic arrays, such as the Program for the
Array Seismic Studies of the Continental
Lithosphere (PASSCAL) and USArray pro-
grams (1), is to improve the resolution of
images of Earth_s interior by adding more
instruments to regional- and continental-scale
seismic networks. Traditional observational
methods cannot fully exploit emerging array

data because they are based on seismic waves
emitted from earthquakes, which emanate
from select source regions predominantly
near plate boundaries and are observed at
stations far from the source regions, such as
most locations within the United States. With
such teleseismic observations, high-frequency
information is lost because of intrinsic atten-
uation and scattering, and resolution is

degraded by the spatial extent of the surface
wave_s sensitivity, which expands with path
length (2–4). We have moved beyond the
limitations of methods based on earthquakes
and recovered surface-wave dispersion data
from ambient seismic noise (5).

The basic idea of the new method is that
cross-correlation of a random isotropic wave-
field computed between a pair of receivers
will result in a waveform that differs only
by an amplitude factor from the Green
function between the receivers (6, 7). This
property is reminiscent of the fluctuation-
dissipation theorem (8), which posits a re-
lation between the random fluctuations of a
linear system and the system_s response to an
external force. The relation is widely used in
a variety of physical applications and has
its roots in early works on Brownian noise
(9, 10). Recent results in helioseismology (11),
acoustics (12–16), and seismology (5, 17)
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The maps produced variance reductions of 93
and 76% at 7.5 and 15 s, respectively,
relative to the regional average speed at each
period. To test the robustness of the inver-
sion, we applied the same procedure to a
second month of data and produced similar
tomographic maps (fig. S3). The resolution
of the resulting images is about the average
interstation distance, between 60 and 100 km
across most of each map (fig. S4).

A variety of geological features (29) are
recognizable in the estimated group-speed
dispersion maps (Fig. 2). For the 7.5-s
Rayleigh wave, which is most sensitive to
shallow crustal structures no deeper than
about 10 km, the dispersion map displays
low group speeds for the principal sedimen-
tary basins in California, including the basins
in the Central Valley, the Salton Trough in
the Imperial Valley, the Los Angeles Basin,
and the Ventura Basin. Regions consisting
mainly of plutonic rocks (the Sierra Nevada,
the Peninsular Ranges, the Great Basin, and
the Mojave Desert region) are characterized
predominantly by fast group speeds. Some-
what lower speeds are observed in the
Mojave Shear Zone and along the Garlock
Fault. The Coast Ranges, the Transverse
Ranges, and the Diablo Range, which are
mainly composed of sedimentary rocks, are
characterized by low group speeds, with the
exception of the Salinian block located south
of Monterey Bay.

For the 15-s Rayleigh wave, which is
sensitive mainly to the middle crust down to
depths of about 20 km, very fast group
speeds correspond to the remnants of the
Mesozoic volcanic arc: the Sierra Nevada
and the Peninsular Ranges, composed prin-
cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the
western and eastern parts of the Sierra
Nevada (30). The group speeds are lower in
the Great Basin and in the Mojave Desert,
indicating that the middle crust in these areas
is probably hotter and weaker than in the
Sierra Nevada. In the Central Valley, slow
group speeds are associated with two deep
sedimentary basins: the San Joaquin Basin
in the south and the Sacramento Basin in
the north, separated in the middle by the
igneous-dominated Stockton Arch (31). Group
speeds are low in the sedimentary mountain
ranges (the Transverse Ranges, the southern
part of the Coast Ranges, and the Diablo
Range). Neutral to fast wave speeds are
observed for the Salinian block. In this area,
the 15-s map shows a contrast between the
high-speed western wall of the San Andreas
Fault, composed of plutonic rocks of the
Salinian block, and its low-speed eastern
wall, composed of sedimentary rocks of the
Franciscan formation.

These results establish that Rayleigh-
wave Green functions extracted by cross-
correlating long sequences of ambient seismic
noise, which are discarded as part of tra-
ditional seismic data processing, contain in-
formation about the structure of the shallow
and middle crust. The use of ambient seis-
mic noise as the source of seismic observa-
tions addresses several shortcomings of
traditional surface-wave methods. The meth-
od is particularly advantageous in the con-
text of temporary seismic arrays such as the
Transportable Array component of USArray
or PASSCAL experiments, because it can
return useful information even if earth-
quakes do not occur. The short-period dis-
persion maps produced by the method can

provide homogeneously distributed informa-
tion about shear wave speeds in the crust,
which are hard to acquire with traditional
methods. The new method enhances reso-
lution because measurements are made
between regularly spaced receivers, which
may lie much closer to one another than to
earthquakes.

It may seem initially surprising that
deterministic information about Earth_s crust
can result from correlations of ambient
seismic noise. This result reminds us that
random fluctuations can, in fact, yield the
same information as that provided by
probing a system with an external force (9)
and that not all noise is bad. In seismology,
external probing through active seismic
sources (such as explosions) may be prohib-
itively expensive, and earthquakes are both
infrequent and inhomogeneously distributed.
In many instances, merely Blistening[ to
ambient noise may be a more reliable and
economical alternative.
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Fig. 2. Group-speed maps constructed by cross-correlating 30 days of
ambient noise between USArray stations. (A) 7.5-s-period Rayleigh
waves. (B) 15-s-period Rayleigh waves. Black solid lines show known

active faults. White triangles show locations of USArray stations used in
this study. Similar maps from a different single month of data are shown
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A. Fischer, Wear 255, 1007 (2003).
29. U. Landman, W. D. Luedtke, J. P. Gao, Langmuir 12,

4514 (1996).
30. R. Car, M. Parinello, Phys. Rev. Lett. 55, 2471 (1985).
31. M. Parrinello, Solid State Commun. 38, 115 (1997).
32. C. Cavazzoni et al., Science 283, 44 (1999).
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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of
seismic arrays, such as the Program for the
Array Seismic Studies of the Continental
Lithosphere (PASSCAL) and USArray pro-
grams (1), is to improve the resolution of
images of Earth_s interior by adding more
instruments to regional- and continental-scale
seismic networks. Traditional observational
methods cannot fully exploit emerging array

data because they are based on seismic waves
emitted from earthquakes, which emanate
from select source regions predominantly
near plate boundaries and are observed at
stations far from the source regions, such as
most locations within the United States. With
such teleseismic observations, high-frequency
information is lost because of intrinsic atten-
uation and scattering, and resolution is

degraded by the spatial extent of the surface
wave_s sensitivity, which expands with path
length (2–4). We have moved beyond the
limitations of methods based on earthquakes
and recovered surface-wave dispersion data
from ambient seismic noise (5).

The basic idea of the new method is that
cross-correlation of a random isotropic wave-
field computed between a pair of receivers
will result in a waveform that differs only
by an amplitude factor from the Green
function between the receivers (6, 7). This
property is reminiscent of the fluctuation-
dissipation theorem (8), which posits a re-
lation between the random fluctuations of a
linear system and the system_s response to an
external force. The relation is widely used in
a variety of physical applications and has
its roots in early works on Brownian noise
(9, 10). Recent results in helioseismology (11),
acoustics (12–16), and seismology (5, 17)
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The maps produced variance reductions of 93
and 76% at 7.5 and 15 s, respectively,
relative to the regional average speed at each
period. To test the robustness of the inver-
sion, we applied the same procedure to a
second month of data and produced similar
tomographic maps (fig. S3). The resolution
of the resulting images is about the average
interstation distance, between 60 and 100 km
across most of each map (fig. S4).

A variety of geological features (29) are
recognizable in the estimated group-speed
dispersion maps (Fig. 2). For the 7.5-s
Rayleigh wave, which is most sensitive to
shallow crustal structures no deeper than
about 10 km, the dispersion map displays
low group speeds for the principal sedimen-
tary basins in California, including the basins
in the Central Valley, the Salton Trough in
the Imperial Valley, the Los Angeles Basin,
and the Ventura Basin. Regions consisting
mainly of plutonic rocks (the Sierra Nevada,
the Peninsular Ranges, the Great Basin, and
the Mojave Desert region) are characterized
predominantly by fast group speeds. Some-
what lower speeds are observed in the
Mojave Shear Zone and along the Garlock
Fault. The Coast Ranges, the Transverse
Ranges, and the Diablo Range, which are
mainly composed of sedimentary rocks, are
characterized by low group speeds, with the
exception of the Salinian block located south
of Monterey Bay.

For the 15-s Rayleigh wave, which is
sensitive mainly to the middle crust down to
depths of about 20 km, very fast group
speeds correspond to the remnants of the
Mesozoic volcanic arc: the Sierra Nevada
and the Peninsular Ranges, composed prin-
cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the
western and eastern parts of the Sierra
Nevada (30). The group speeds are lower in
the Great Basin and in the Mojave Desert,
indicating that the middle crust in these areas
is probably hotter and weaker than in the
Sierra Nevada. In the Central Valley, slow
group speeds are associated with two deep
sedimentary basins: the San Joaquin Basin
in the south and the Sacramento Basin in
the north, separated in the middle by the
igneous-dominated Stockton Arch (31). Group
speeds are low in the sedimentary mountain
ranges (the Transverse Ranges, the southern
part of the Coast Ranges, and the Diablo
Range). Neutral to fast wave speeds are
observed for the Salinian block. In this area,
the 15-s map shows a contrast between the
high-speed western wall of the San Andreas
Fault, composed of plutonic rocks of the
Salinian block, and its low-speed eastern
wall, composed of sedimentary rocks of the
Franciscan formation.

These results establish that Rayleigh-
wave Green functions extracted by cross-
correlating long sequences of ambient seismic
noise, which are discarded as part of tra-
ditional seismic data processing, contain in-
formation about the structure of the shallow
and middle crust. The use of ambient seis-
mic noise as the source of seismic observa-
tions addresses several shortcomings of
traditional surface-wave methods. The meth-
od is particularly advantageous in the con-
text of temporary seismic arrays such as the
Transportable Array component of USArray
or PASSCAL experiments, because it can
return useful information even if earth-
quakes do not occur. The short-period dis-
persion maps produced by the method can

provide homogeneously distributed informa-
tion about shear wave speeds in the crust,
which are hard to acquire with traditional
methods. The new method enhances reso-
lution because measurements are made
between regularly spaced receivers, which
may lie much closer to one another than to
earthquakes.

It may seem initially surprising that
deterministic information about Earth_s crust
can result from correlations of ambient
seismic noise. This result reminds us that
random fluctuations can, in fact, yield the
same information as that provided by
probing a system with an external force (9)
and that not all noise is bad. In seismology,
external probing through active seismic
sources (such as explosions) may be prohib-
itively expensive, and earthquakes are both
infrequent and inhomogeneously distributed.
In many instances, merely Blistening[ to
ambient noise may be a more reliable and
economical alternative.
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Fig. 2. Group-speed maps constructed by cross-correlating 30 days of
ambient noise between USArray stations. (A) 7.5-s-period Rayleigh
waves. (B) 15-s-period Rayleigh waves. Black solid lines show known

active faults. White triangles show locations of USArray stations used in
this study. Similar maps from a different single month of data are shown
in the supporting online material.
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• Les techniques

mantle wedge, the subducting plate also controls the thermal
structure of the subduction-zone forearc. In particular, it signifi-
cantly depresses isotherms in the mantle wedge, as evidenced by the
very low surface heat flow (30–40mWm22) observed in most
forearcs including Cascadia10,11. In Fig. 2b we plot a thermal
model for central Oregon12 corresponding to the teleseismic profile,

and based on heat flow and other geophysical data. In the region
where oceanic crust meets the forearc mantle, temperatures are low,
between 400 and 600 8C, a situation that persists over a horizontal
distance of,50–100 km. However, a landward increase in heat flow
from,40 to.80mWm22 over,20 km signals an abrupt increase
in deep temperatures. In particular,Moho temperatures beneath the
arc and backarc are significantly higher, above 800 8C. Thus ser-
pentine should exist in that portion of the mantle forearc contained
within the dashed square in Fig. 2b, but it will not be stable beneath
the arc and backarc. The degree of serpentinization in the forearc
will depend upon the amount of H2O that chemically interacts with
forearc mantle, which, in turn, depends on H2O flux from the
subducting slab and the permeability structure of the slab, plate
interface and mantle.
Serpentinite exhibits elastic properties that are unique among

commonly occurring rock types, notably low elastic wave velocities
and high Poisson’s ratio. The very low S-velocity of serpentinite is
central to the interpretation of our results. In particular, its S-
velocity (v S) is significantly lower than that of its peridotitic
protolith (dvS < 2 2 km s21) and commonly occurring lower-
crustal lithologies (dvS < 1 km s21)13. Figure 3 shows the S-wave
velocity of mantle peridotite samples as a function of degree of
serpentinization at a pressure of 1 GPa, which is appropriate for the
base of a ,35-km-thick continental crust as presented in ref. 14.
Correction from room temperature to 400–500 8C will shift this
curve downward to velocities 0.1–0.2 km s21 lower. This infor-
mation allows us to interpret the image in Fig. 2a quantitatively
in terms of degree of serpentinization in the forearc mantle. As in a
previous study3, we interpret the change in dip of the subducting
plate by 45 km depth to indicate the onset of eclogitization of the
oceanic crust, leading, eventually, to a 15% increase in density and a
pronounced reduction in the seismic contrast with underlying
oceanic mantle15.
Although a continuous dehydration of downgoing oceanic crust

and entrained sediments is expected, the water released by eclogi-
tization (between 1.2 and 3.3 wt%; ref. 16) is especially important
for expulsion into the overlying mantle wedge, where it causes
hydration and serpentinization, and significantly diminished vel-
ocities. The horizontal boundary near 32 km depth and between
2122.6 and 2123.38 longitude that juxtaposes high- (or neutral-)
velocity material above with low-velocity material below is thus
inferred to manifest the highly unusual occurrence of an ‘inverted’
continental Moho separating lower-crustal rocks from underlying,

    

Figure 2 Comparison of scattered wave inversion results with thermal model. a, S-
velocity perturbations below the array, recovered from the inversion of scattered waves in

the P-wave coda of 31 earthquakes recorded at teleseismic distances. The image

represents a bandpass-filtered version of the true perturbations to a one-dimensional,

smoothly varying reference model. Discontinuities are present where steep changes in

perturbation polarity occur. b, Thermal model of Cascadia subduction zone corresponding
approximately to the profile in a. The cool subducting plate depresses isotherms in the
forearc, rendering serpentine stable within that portion of the mantle encompassed by the

dashed rectangle; solid lines indicate locations of subducting oceanic crust and

continental Moho. Note temperature contour interval is 200 8C. c, Interpretation of
structure in a. High degrees of mantle serpentinization where the subducting oceanic
crust enters the forearc mantle results in an inverted continental Moho (high-velocity crust

on low-velocity mantle), which gradually reverts eastward to normal polarity by2122.38

longitude. The signature of the subducting oceanic Moho diminishes with depth as a

result of progressive eclogitization below 45 km. Inverted triangles in a and c show
instrument locations.

Figure 3 S-velocity of altered peridotite as a function of degree of serpentinization. Data
from ref. 14. Bold line shows best-fit linear regression with ^1j error bounds. The

predicted velocity contrast at the wedge corner suggests degrees of serpentinization as

high as 50–60%. v S, S-wave velocity.
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Volatiles that are transported by subducting lithospheric plates
to depths greater than 100 km are thought to induce partial
melting in the overlying mantle wedge, resulting in arc magma-
tism and the addition of significant quantities of material to the
overlying lithosphere1. Asthenospheric flow and upwelling
within the wedge produce increased lithospheric temperatures
in this back-arc region, but the forearc mantle (in the corner of
the wedge) is thought to be significantly cooler. Here we explore
the structure of the mantle wedge in the southern Cascadia
subduction zone using scattered teleseismic waves recorded on
a dense portable array of broadband seismometers. We find very
low shear-wave velocities in the cold forearc mantle indicated by
the exceptional occurrence of an ‘inverted’ continental Moho,
which reverts to normal polarity seaward of the Cascade arc. This
observation provides compelling evidence for a highly hydrated
and serpentinized forearc region2, consistent with thermal and
petrological models of the forearc mantle wedge. This serpenti-
nized material is thought to have low strength and may therefore
control the down-dip rupture limit of great thrust earthquakes,
as well as the nature of large-scale flow in the mantle wedge.
In 1993–94, researchers at the Oregon State University deployed

about 40 seismometers at 69 sites across central Oregon as part of an
IRIS-PASSCAL experiment to investigate detailed structure of the
Cascadia subduction zone3 (Fig. 1). Stations were located at inter-
vals of 5 km, and recorded high-quality P-wave seismograms from
31 earthquakes at teleseismic (30–1008) distances. The array geo-
metry and station density permit the application of formal, multi-
channel waveform inversions of scattered waves arriving after the
direct P-wave that are generated by discontinuous structure below
the array4,5. These scattered waves include both forward-scattered P-
wave-to-S-wave conversions and back-scattered waves afforded by
free-surface reflections, and are sensitive to discontinuities in shear-
wave velocity and density.
In Fig. 2a we display an image of S-wave velocity perturbations

beneath central Oregon as determined from the simultaneous
inversion of scattered waves from the 31 earthquakes. The pertur-
bations are defined with respect to a smoothly varying, one-
dimensional reference model. The limited frequency content of
the scattered wave data results in a bandpass-filtered approximation
to the true perturbation structure. Planar discontinuities are there-
fore defined by rapid transitions from high/low to low/high velocity
perturbations. Two prominent structures dominate the image in
Fig. 2a. The continental Moho is evident as a boundary near 36 km
depth across the eastern portions (east of2122.38 longitude) of the
section, where it separates low-velocity (shown red) continental
crust from high-velocity (shown blue) mantle. The Moho persists

seaward to approximately 40 km west of the arc, beyond which it
apparently disappears. At the western edge of the profile we note an
approximately 10-km-thick, low-velocity layer centred at 25 km
depth, which dips shallowly at ,108. As in an earlier forward
modelling study employing the same data set3, this layer is associ-
ated with the oceanic crust of the subducting Juan de Fuca plate. By
45 km depth, the oceanic Moho (lower boundary of oceanic crust)
dips more steeply (,308) and exhibits a reduced velocity contrast. It
can be traced to a depth of ,90 km towards the eastern end of the
profile. The upper boundary of subducted Juan de Fuca crust
appears to possess a landward evolution that is more complex
than that of the underlying Moho. At 30 km depth, the upper-
crustal boundary apparently levels off and adopts a horizontal
trajectory with diminishing velocity contrast to the east. The
relation of this subhorizontal boundary with the continental
Moho further landward, or with the dipping oceanic Moho
below, is unclear. However, there is an absence of strongly discon-
tinuous structure in the intervening volume.

To understand the nature of these variations in velocity structure,
we need to consider the water budget of the downgoing oceanic
crust, the effects of hydration on mantle peridotite, and tempera-
tures across the subduction complex. It is generally understood that
significant quantities of aqueous fluid are expelled from the down-
going crust and sediments as they encounter increasing pressure and
temperature6. Much of this fluid is driven off at shallow levels, but
estimates of fluid fluxes based on core and downhole measure-
ments7 suggest that, over 10–20Myr, sufficient H2O is released at
subcrustal levels to hydrate the entire forearc mantle. Hydration of
depleted peridotite (the dominant mantle rock type comprising
olivine, orthopyroxene and lesser amounts of clinopyroxene and
Cr-spinel) will stabilize a variety of hydrous minerals, in particular,
serpentine8. The stable mineral assemblage will depend on tem-
perature, pressure and bulk composition, especially SiO2 content. In
addition to serpentine minerals, hydrated peridotite may contain
additional hydrous minerals, such as amphibole, brucite, chlorite
and talc. Antigorite is the main serpentine mineral in ultramafic
rocks metamorphosed under moderate temperatures, and is stable
to temperatures of 620–720 8C at depths between 30 and 150 km
(ref. 9).

In addition to supplying the fluids that hydrate the overlying

Figure 1 Relief map of central Cascadia subduction zone. Locations of broadband, three-
component seismic stations that recorded the data employed in this study are shown as

white squares. Note that the array is oriented approximately perpendicular to the strike of

major topographic features associated with the subduction zone.
§ Present address: Department of Geological Sciences, Brown University, Providence, Rhode Island
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High-Resolution Surface-Wave
Tomography from Ambient

Seismic Noise
Nikolai M. Shapiro,1* Michel Campillo,2 Laurent Stehly,2

Michael H. Ritzwoller1

Cross-correlation of 1 month of ambient seismic noise recorded at USArray
stations in California yields hundreds of short-period surface-wave group-
speed measurements on interstation paths. We used these measurements to
construct tomographic images of the principal geological units of California,
with low-speed anomalies corresponding to the main sedimentary basins and
high-speed anomalies corresponding to the igneous cores of the major
mountain ranges. This method can improve the resolution and fidelity of
crustal images obtained from surface-wave analyses.

The aim of ambitious new deployments of
seismic arrays, such as the Program for the
Array Seismic Studies of the Continental
Lithosphere (PASSCAL) and USArray pro-
grams (1), is to improve the resolution of
images of Earth_s interior by adding more
instruments to regional- and continental-scale
seismic networks. Traditional observational
methods cannot fully exploit emerging array

data because they are based on seismic waves
emitted from earthquakes, which emanate
from select source regions predominantly
near plate boundaries and are observed at
stations far from the source regions, such as
most locations within the United States. With
such teleseismic observations, high-frequency
information is lost because of intrinsic atten-
uation and scattering, and resolution is

degraded by the spatial extent of the surface
wave_s sensitivity, which expands with path
length (2–4). We have moved beyond the
limitations of methods based on earthquakes
and recovered surface-wave dispersion data
from ambient seismic noise (5).

The basic idea of the new method is that
cross-correlation of a random isotropic wave-
field computed between a pair of receivers
will result in a waveform that differs only
by an amplitude factor from the Green
function between the receivers (6, 7). This
property is reminiscent of the fluctuation-
dissipation theorem (8), which posits a re-
lation between the random fluctuations of a
linear system and the system_s response to an
external force. The relation is widely used in
a variety of physical applications and has
its roots in early works on Brownian noise
(9, 10). Recent results in helioseismology (11),
acoustics (12–16), and seismology (5, 17)
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The maps produced variance reductions of 93
and 76% at 7.5 and 15 s, respectively,
relative to the regional average speed at each
period. To test the robustness of the inver-
sion, we applied the same procedure to a
second month of data and produced similar
tomographic maps (fig. S3). The resolution
of the resulting images is about the average
interstation distance, between 60 and 100 km
across most of each map (fig. S4).

A variety of geological features (29) are
recognizable in the estimated group-speed
dispersion maps (Fig. 2). For the 7.5-s
Rayleigh wave, which is most sensitive to
shallow crustal structures no deeper than
about 10 km, the dispersion map displays
low group speeds for the principal sedimen-
tary basins in California, including the basins
in the Central Valley, the Salton Trough in
the Imperial Valley, the Los Angeles Basin,
and the Ventura Basin. Regions consisting
mainly of plutonic rocks (the Sierra Nevada,
the Peninsular Ranges, the Great Basin, and
the Mojave Desert region) are characterized
predominantly by fast group speeds. Some-
what lower speeds are observed in the
Mojave Shear Zone and along the Garlock
Fault. The Coast Ranges, the Transverse
Ranges, and the Diablo Range, which are
mainly composed of sedimentary rocks, are
characterized by low group speeds, with the
exception of the Salinian block located south
of Monterey Bay.

For the 15-s Rayleigh wave, which is
sensitive mainly to the middle crust down to
depths of about 20 km, very fast group
speeds correspond to the remnants of the
Mesozoic volcanic arc: the Sierra Nevada
and the Peninsular Ranges, composed prin-
cipally of Cretaceous granitic batholiths. The

map also reveals the contrast between the
western and eastern parts of the Sierra
Nevada (30). The group speeds are lower in
the Great Basin and in the Mojave Desert,
indicating that the middle crust in these areas
is probably hotter and weaker than in the
Sierra Nevada. In the Central Valley, slow
group speeds are associated with two deep
sedimentary basins: the San Joaquin Basin
in the south and the Sacramento Basin in
the north, separated in the middle by the
igneous-dominated Stockton Arch (31). Group
speeds are low in the sedimentary mountain
ranges (the Transverse Ranges, the southern
part of the Coast Ranges, and the Diablo
Range). Neutral to fast wave speeds are
observed for the Salinian block. In this area,
the 15-s map shows a contrast between the
high-speed western wall of the San Andreas
Fault, composed of plutonic rocks of the
Salinian block, and its low-speed eastern
wall, composed of sedimentary rocks of the
Franciscan formation.

These results establish that Rayleigh-
wave Green functions extracted by cross-
correlating long sequences of ambient seismic
noise, which are discarded as part of tra-
ditional seismic data processing, contain in-
formation about the structure of the shallow
and middle crust. The use of ambient seis-
mic noise as the source of seismic observa-
tions addresses several shortcomings of
traditional surface-wave methods. The meth-
od is particularly advantageous in the con-
text of temporary seismic arrays such as the
Transportable Array component of USArray
or PASSCAL experiments, because it can
return useful information even if earth-
quakes do not occur. The short-period dis-
persion maps produced by the method can

provide homogeneously distributed informa-
tion about shear wave speeds in the crust,
which are hard to acquire with traditional
methods. The new method enhances reso-
lution because measurements are made
between regularly spaced receivers, which
may lie much closer to one another than to
earthquakes.

It may seem initially surprising that
deterministic information about Earth_s crust
can result from correlations of ambient
seismic noise. This result reminds us that
random fluctuations can, in fact, yield the
same information as that provided by
probing a system with an external force (9)
and that not all noise is bad. In seismology,
external probing through active seismic
sources (such as explosions) may be prohib-
itively expensive, and earthquakes are both
infrequent and inhomogeneously distributed.
In many instances, merely Blistening[ to
ambient noise may be a more reliable and
economical alternative.
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Fig. 2. Group-speed maps constructed by cross-correlating 30 days of
ambient noise between USArray stations. (A) 7.5-s-period Rayleigh
waves. (B) 15-s-period Rayleigh waves. Black solid lines show known

active faults. White triangles show locations of USArray stations used in
this study. Similar maps from a different single month of data are shown
in the supporting online material.
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• Les techniques

mantle wedge, the subducting plate also controls the thermal
structure of the subduction-zone forearc. In particular, it signifi-
cantly depresses isotherms in the mantle wedge, as evidenced by the
very low surface heat flow (30–40mWm22) observed in most
forearcs including Cascadia10,11. In Fig. 2b we plot a thermal
model for central Oregon12 corresponding to the teleseismic profile,

and based on heat flow and other geophysical data. In the region
where oceanic crust meets the forearc mantle, temperatures are low,
between 400 and 600 8C, a situation that persists over a horizontal
distance of,50–100 km. However, a landward increase in heat flow
from,40 to.80mWm22 over,20 km signals an abrupt increase
in deep temperatures. In particular,Moho temperatures beneath the
arc and backarc are significantly higher, above 800 8C. Thus ser-
pentine should exist in that portion of the mantle forearc contained
within the dashed square in Fig. 2b, but it will not be stable beneath
the arc and backarc. The degree of serpentinization in the forearc
will depend upon the amount of H2O that chemically interacts with
forearc mantle, which, in turn, depends on H2O flux from the
subducting slab and the permeability structure of the slab, plate
interface and mantle.
Serpentinite exhibits elastic properties that are unique among

commonly occurring rock types, notably low elastic wave velocities
and high Poisson’s ratio. The very low S-velocity of serpentinite is
central to the interpretation of our results. In particular, its S-
velocity (v S) is significantly lower than that of its peridotitic
protolith (dvS < 2 2 km s21) and commonly occurring lower-
crustal lithologies (dvS < 1 km s21)13. Figure 3 shows the S-wave
velocity of mantle peridotite samples as a function of degree of
serpentinization at a pressure of 1 GPa, which is appropriate for the
base of a ,35-km-thick continental crust as presented in ref. 14.
Correction from room temperature to 400–500 8C will shift this
curve downward to velocities 0.1–0.2 km s21 lower. This infor-
mation allows us to interpret the image in Fig. 2a quantitatively
in terms of degree of serpentinization in the forearc mantle. As in a
previous study3, we interpret the change in dip of the subducting
plate by 45 km depth to indicate the onset of eclogitization of the
oceanic crust, leading, eventually, to a 15% increase in density and a
pronounced reduction in the seismic contrast with underlying
oceanic mantle15.
Although a continuous dehydration of downgoing oceanic crust

and entrained sediments is expected, the water released by eclogi-
tization (between 1.2 and 3.3 wt%; ref. 16) is especially important
for expulsion into the overlying mantle wedge, where it causes
hydration and serpentinization, and significantly diminished vel-
ocities. The horizontal boundary near 32 km depth and between
2122.6 and 2123.38 longitude that juxtaposes high- (or neutral-)
velocity material above with low-velocity material below is thus
inferred to manifest the highly unusual occurrence of an ‘inverted’
continental Moho separating lower-crustal rocks from underlying,

    

Figure 2 Comparison of scattered wave inversion results with thermal model. a, S-
velocity perturbations below the array, recovered from the inversion of scattered waves in

the P-wave coda of 31 earthquakes recorded at teleseismic distances. The image

represents a bandpass-filtered version of the true perturbations to a one-dimensional,

smoothly varying reference model. Discontinuities are present where steep changes in

perturbation polarity occur. b, Thermal model of Cascadia subduction zone corresponding
approximately to the profile in a. The cool subducting plate depresses isotherms in the
forearc, rendering serpentine stable within that portion of the mantle encompassed by the

dashed rectangle; solid lines indicate locations of subducting oceanic crust and

continental Moho. Note temperature contour interval is 200 8C. c, Interpretation of
structure in a. High degrees of mantle serpentinization where the subducting oceanic
crust enters the forearc mantle results in an inverted continental Moho (high-velocity crust

on low-velocity mantle), which gradually reverts eastward to normal polarity by2122.38

longitude. The signature of the subducting oceanic Moho diminishes with depth as a

result of progressive eclogitization below 45 km. Inverted triangles in a and c show
instrument locations.

Figure 3 S-velocity of altered peridotite as a function of degree of serpentinization. Data
from ref. 14. Bold line shows best-fit linear regression with ^1j error bounds. The

predicted velocity contrast at the wedge corner suggests degrees of serpentinization as

high as 50–60%. v S, S-wave velocity.
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Volatiles that are transported by subducting lithospheric plates
to depths greater than 100 km are thought to induce partial
melting in the overlying mantle wedge, resulting in arc magma-
tism and the addition of significant quantities of material to the
overlying lithosphere1. Asthenospheric flow and upwelling
within the wedge produce increased lithospheric temperatures
in this back-arc region, but the forearc mantle (in the corner of
the wedge) is thought to be significantly cooler. Here we explore
the structure of the mantle wedge in the southern Cascadia
subduction zone using scattered teleseismic waves recorded on
a dense portable array of broadband seismometers. We find very
low shear-wave velocities in the cold forearc mantle indicated by
the exceptional occurrence of an ‘inverted’ continental Moho,
which reverts to normal polarity seaward of the Cascade arc. This
observation provides compelling evidence for a highly hydrated
and serpentinized forearc region2, consistent with thermal and
petrological models of the forearc mantle wedge. This serpenti-
nized material is thought to have low strength and may therefore
control the down-dip rupture limit of great thrust earthquakes,
as well as the nature of large-scale flow in the mantle wedge.
In 1993–94, researchers at the Oregon State University deployed

about 40 seismometers at 69 sites across central Oregon as part of an
IRIS-PASSCAL experiment to investigate detailed structure of the
Cascadia subduction zone3 (Fig. 1). Stations were located at inter-
vals of 5 km, and recorded high-quality P-wave seismograms from
31 earthquakes at teleseismic (30–1008) distances. The array geo-
metry and station density permit the application of formal, multi-
channel waveform inversions of scattered waves arriving after the
direct P-wave that are generated by discontinuous structure below
the array4,5. These scattered waves include both forward-scattered P-
wave-to-S-wave conversions and back-scattered waves afforded by
free-surface reflections, and are sensitive to discontinuities in shear-
wave velocity and density.
In Fig. 2a we display an image of S-wave velocity perturbations

beneath central Oregon as determined from the simultaneous
inversion of scattered waves from the 31 earthquakes. The pertur-
bations are defined with respect to a smoothly varying, one-
dimensional reference model. The limited frequency content of
the scattered wave data results in a bandpass-filtered approximation
to the true perturbation structure. Planar discontinuities are there-
fore defined by rapid transitions from high/low to low/high velocity
perturbations. Two prominent structures dominate the image in
Fig. 2a. The continental Moho is evident as a boundary near 36 km
depth across the eastern portions (east of2122.38 longitude) of the
section, where it separates low-velocity (shown red) continental
crust from high-velocity (shown blue) mantle. The Moho persists

seaward to approximately 40 km west of the arc, beyond which it
apparently disappears. At the western edge of the profile we note an
approximately 10-km-thick, low-velocity layer centred at 25 km
depth, which dips shallowly at ,108. As in an earlier forward
modelling study employing the same data set3, this layer is associ-
ated with the oceanic crust of the subducting Juan de Fuca plate. By
45 km depth, the oceanic Moho (lower boundary of oceanic crust)
dips more steeply (,308) and exhibits a reduced velocity contrast. It
can be traced to a depth of ,90 km towards the eastern end of the
profile. The upper boundary of subducted Juan de Fuca crust
appears to possess a landward evolution that is more complex
than that of the underlying Moho. At 30 km depth, the upper-
crustal boundary apparently levels off and adopts a horizontal
trajectory with diminishing velocity contrast to the east. The
relation of this subhorizontal boundary with the continental
Moho further landward, or with the dipping oceanic Moho
below, is unclear. However, there is an absence of strongly discon-
tinuous structure in the intervening volume.

To understand the nature of these variations in velocity structure,
we need to consider the water budget of the downgoing oceanic
crust, the effects of hydration on mantle peridotite, and tempera-
tures across the subduction complex. It is generally understood that
significant quantities of aqueous fluid are expelled from the down-
going crust and sediments as they encounter increasing pressure and
temperature6. Much of this fluid is driven off at shallow levels, but
estimates of fluid fluxes based on core and downhole measure-
ments7 suggest that, over 10–20Myr, sufficient H2O is released at
subcrustal levels to hydrate the entire forearc mantle. Hydration of
depleted peridotite (the dominant mantle rock type comprising
olivine, orthopyroxene and lesser amounts of clinopyroxene and
Cr-spinel) will stabilize a variety of hydrous minerals, in particular,
serpentine8. The stable mineral assemblage will depend on tem-
perature, pressure and bulk composition, especially SiO2 content. In
addition to serpentine minerals, hydrated peridotite may contain
additional hydrous minerals, such as amphibole, brucite, chlorite
and talc. Antigorite is the main serpentine mineral in ultramafic
rocks metamorphosed under moderate temperatures, and is stable
to temperatures of 620–720 8C at depths between 30 and 150 km
(ref. 9).

In addition to supplying the fluids that hydrate the overlying

Figure 1 Relief map of central Cascadia subduction zone. Locations of broadband, three-
component seismic stations that recorded the data employed in this study are shown as

white squares. Note that the array is oriented approximately perpendicular to the strike of

major topographic features associated with the subduction zone.
§ Present address: Department of Geological Sciences, Brown University, Providence, Rhode Island

02912, USA
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Figure 3 Regionalization of the velocity-variation anomalies. a, Regionalization of the relative velocity changes associated with the second eruption precursor (day 85,
September 1999). The white dashed line represents the limits of ray coverage and the black dashed ellipse encloses the location of the relative velocity change anomaly.
b, High-shear-velocity anomaly (black dashed ellipse) imaged by passive surface-wave tomography21 and interpreted as an effect of solidified dykes associated with the zone
of magma injection. c, Relative velocity changes before the eruption of July 2006. d, Relative velocity changes before the eruption of April 2007. The strong errors on 1v/v
are due to cyclonic activity. However, notice that these errors decrease a few days before the eruption.

raw measurements to obtain the STV and then compute, in every
grid cell, an average value from its neighbourhood receiver-pair
paths. As a result, we obtain for every day a two-dimensional
map of relative velocity changes. A full set of these maps is
shown in a movie (see the Supplementary Information) and
a snapshot taken five days before eruption 2 is presented in
Fig. 3a. The movie and snapshot show that the precursors are
not distributed homogeneously in space but are mainly located
in an area a few kilometres east of the Dolomieu crater. This
location nearly coincides with the high-velocity anomaly imaged by
surface-wave tomography at 1.3 km above sea level21 (Fig. 3b) and
interpreted as an eVect of solidified dykes associated with the zone
of magma injection. This coincidence is an additional argument
suggesting that the observed short-term seismic velocity decreases

are produced by dilatation associated with the pressurization within
the volcano plumbing system.

As a pilot experiment, we began monitoring the Piton de
la Fournaise volcano by computing in real time the noise
cross-correlations and measuring the velocity variations since
March 2006. This enabled us to identify clear precursors for
the two latest eruptions, which occurred in July 2006 and
April 2007 (Fig. 3c,d) and emitted three and 20 times more magma,
respectively, than the strongest eruptions of 1999–2000. This is
in good agreement with the precursor amplitudes, which are
three to four times higher for the two latest eruptions than for
the eruptions of 1999–2000. Overall, this new direct observation
of the dilatation of volcanic edifices should improve our ability
to forecast eruptions and to a priori assess their intensity and

4 nature geoscience ADVANCE ONLINE PUBLICATION www.nature.com/naturegeoscience

LETTERS

Ti
m

e 
sh

ift
s 

(s
)

Ti
m

e 
sh

ift
s 

(s
)

Ti
m

e 
sh

ift
s 

(s
)

Moving window

0

Y 
(k

m
)

X (km) X (km)

Y 
(k

m
)

Time (s) Time (s) Time (s)

Averaged time shiftsTime shift measurements

∆  /   = 0.1%

Se
a 

le
ve

l

Reference CCF
Current CCF

Causal and acausal Green functions

NCRPBRZ NCRPBRZ

S 21°

E 55° 30'

–40 –20 20 40

–40 –20 20 40

–40 –20 20 40

–0.1

0

0.1

–40 –20 0 20 40

–40 –20 0 20 40

–40 –20 0 20 40

–0.1

0

0.1

–0.1

0

0.1

–0.1

0

0.1

–0.1

0

0.1

–40 –20 0 20 40

–40 –20 0 20 40

–40 –20 0 20 40

0

0.1

–0.1

30

35

40

45

172 174 176 178 180 182 184 186 188

30

35

40

45

172 174 176 178 180 182 184 186 188

a b

d e

c

f

τ τ

∆  /   = –0.1%τ τ

∆  /   ≈ 0%τ τ

j  – 41 before eruption

j  – 2

j  – 15

La Reunion'

Dolomieu crater 
2,600 m

Average
NCR

PBRZ

Figure 1 Measurements of relative time perturbations (1⌧/⌧). a, La Réunion Island. b, Topographic map showing a direct path (red line) between two seismic receivers
(inverted triangles). d, Comparison between filtered ([0.1–0.9] Hz) reference (black curves) and current (red curves) cross-correlation functions (CCF) computed before the
eruption of June 2000. e, Time shifts and time-shift errors (error bars) measured between the reference and current CCF shown in d. Red lines show results of the linear
regressions. f, Averaged time shifts (using 13 receiver pairs shown in c) and resulting measurements of relative time perturbations.

Dolomieu crater (Fig. 1b) at approximately sea level3,25. We used
the continuous seismic noise recorded between July 1999 and
December 2000 by 21 vertical short period receivers operated
by the Observatoire Volcanologique du Piton de la Fournaise
to compute 210 cross-correlation functions corresponding to all
possible receiver pairs21. We used the spectral band between
0.1 and 0.9 Hz, where the recovered Green functions have been
demonstrated to consist of Rayleigh waves that are sensitive to
the structure at depths down to 2 km below the edifice surface.
The cross-correlation functions obtained by correlating 18 months
of seismic noise are called the reference Green functions (see
the Supplementary Information for more detail). The temporal
evolution was then tracked by comparing the reference Green
functions with current Green functions computed by correlating
the noise from a ten-day-long moving window.

If the medium shows a spatially homogeneous relative velocity
change 1v/v, the relative travel-time shift (1⌧/⌧) between the
perturbed and reference Green functions is independent of the
lapse time (⌧) at which it is measured and 1v/v =�1⌧/⌧ = const.
Therefore, when computing a local time shift 1⌧ between the
reference and the current cross-correlations in a short window
centred at time ⌧, we would expect to find 1⌧ to be a linear
function of ⌧ (see the Supplementary Information). By measuring
the slope of the travel-time shifts 1⌧ as function of time ⌧, we
finally estimate the relative time perturbation (RTP, 1⌧/⌧), which
is the opposite value of the medium’s relative velocity change
(1v/v). Figure 1d shows the reference and the current Green

functions for one pair of receivers (PBRZ–NCR, Fig. 1b) computed
41 days, 15 days and two days before the eruption of June 2000
(day 359). The positive- and negative-time Green functions are
normalized separately to highlight the phase symmetry. Figure 1e
shows the respective travel-time shifts measured in the frequency
band [0.1–0.9] Hz using the moving-window cross-spectrum
technique4 (doublet analysis). It can be seen in these measurements
obtained with just one pair of receivers that the RTP changes
from a negative to a nearly zero and then to a positive value
41 days, 15 days and two days before the eruption, respectively.
The accuracy of the linear trend measurements is significantly
improved by averaging local time shifts for diVerent receiver pairs,
assuming that the seismic velocities are perturbed uniformly within
the sampled medium. We selected 13 receiver pairs located near
the caldera and showing good-quality measurements (Fig. 1c) to
compute the averaged time shifts (Fig. 1f) and to obtain accurate
RTP estimates.

Figure 2a presents the relative velocity changes (1v/v)
measured over 18 months (June 1999 to December 2000;
each relative velocity change measurement is represented at the
centre of its associated ten-day-long moving window). Intervals
with low-quality measurements that correspond to periods of
seismo-volcanic activity (Fig. 2c) and to strong tropical cyclones
(days 135–229) are excluded from the analysis (Fig. 2b). The
remaining time series indicated that the volcano interior shows
changes at diVerent timescales, varying from a few months to a
few days. To simplify the analysis, we separate the short- (STV)
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